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regulated upon either ACL suppression or acetate
supplementation (Fig. 4D).

Glut4 expression was selected for further ex-
amination because it is a well-characterized de-
terminant of adipocyte glucose consumption. The
reduction in Glut4 expression was specific for
ACL silencing and was not observed upon si-
lencing of AceCS1 (Fig. 4E). Notably, other dif-
ferentiation markers including aP2, adiponectin,
and fatty acid synthase were expressed at equal or
higher levels upon silencing of either ACL or
AceCSl, indicating that the adipogenic program
is successfully initiated without physiologic levels
of ACL or AceCS1 (Fig. 4E and fig. S4B). Upon
silencing of ACL, Glut4 expression could be res-
cued in a dose-dependent manner by acetate sup-
plementation (Fig. 4F), in concert with total histone
acetylation levels (Fig. 4B). Furthermore, chromatin
immunoprecipitation experiments revealed that acet-
ylation of histones H3 and H4 at the Glut4 promoter
was specifically reduced upon ACL silencing and
could be rescued by acetate (Fig. 4G).

We next investigated whether the regulation
of histone acetylation and Glut4 expression by
ACL in differentiating adipocytes is nutrient-
dependent by exposing the cells to various con-
centrations of glucose during differentiation.
Standard medium for adipocyte differentiation
contains 25 mM glucose, but 3T3-L1 cells can
also differentiate at lower concentrations of glu-
cose, although they accumulate lower amounts of
lipid (32). We differentiated adipocytes in 1, 4,
and 25 mM glucose and observed that they
accumulated increasing amounts of lipid when
exposed to higher levels of glucose, correlating
with increasing Glut4 expression (fig. S4, C and
D). Cells exposed to either 4 or 25 mM glucose
exhibited similar increases in expression of the
differentiation marker aP2, whereas 1 mM glu-
cose resulted in lower levels of aP2 gene ex-
pression (fig. S4, C and D).

Histone acetylation was regulated during dif-
ferentiation in a nutrient-dependent manner, in-
creasing according to both glucose and acetate
availability (fig. S4E). Glucose-dependent regu-
lation of histone acetylation was dependent on
ACL, whereas supraphysiologic concentrations
of acetate increased histone acetylation in the
presence or absence of ACL (Fig. 4H). Similarly,
the expression of Glut4 and the glycolytic genes
HK2, PFK-1, and LDH-A were regulated accord-
ing to glucose availability, in an ACL-dependent
manner (Fig. 41). These results demonstrate that,
during adipocyte differentiation, global histone
acetylation is determined by glucose availability
through an ACL-dependent pathway and that
supraphysiologic levels of acetate can also con-
tribute through AceCS1. Our data also suggest
that nutrient-responsive histone acetylation may
selectively affect the expression of genes required to
reprogram intracellular metabolism to use glucose
for ATP production and macromolecular synthesis.

We have demonstrated that ACL plays a
critical role in determining the total amount of
histone acetylation in multiple mammalian cell

types. ACL-dependent production of acetyl-CoA
contributes to increased histone acetylation dur-
ing cellular response to growth factor stimulation
and during adipocyte differentiation, both energy-
intensive processes in which nuclear activity needs
to be coordinated with cellular metabolic state.
ACL-dependent acetylation can also contribute
to the selective regulation of genes involved in
glucose metabolism. Our data indicate that ACL
activity is required to link growth factor—induced
nutrient uptake and metabolism to the regulation
of histone acetylation. Thus, it appears that his-
tone acetylation can be dynamically regulated by
physiologic changes in concentrations of acetyl-
CoA produced by ACL. Our results also suggest
that the current model for metabolic regulation of
histone acetylation should be expanded to include
not only redox regulation of deacetylases but also
regulation of HATs by physiologic changes in the
generation of acetyl-CoA.
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Phasic Firing in Dopaminergic Neurons
Is Sufficient for Behavioral Conditioning

Hsing-Chen Tsai,"?* Feng Zhang,** Antoine Adamantidis,® Garret D. Stuber,”
Antonello Bonci,* Luis de Lecea,® Karl Deisseroth®3t

Natural rewards and drugs of abuse can alter dopamine signaling, and ventral tegmental area
(VTA) dopaminergic neurons are known to fire action potentials tonically or phasically under
different behavioral conditions. However, without technology to control specific neurons with
appropriate temporal precision in freely behaving mammals, the causal role of these action
potential patterns in driving behavioral changes has been unclear. We used optogenetic tools to
selectively stimulate VTA dopaminergic neuron action potential firing in freely behaving mammals.
We found that phasic activation of these neurons was sufficient to drive behavioral conditioning
and elicited dopamine transients with magnitudes not achieved by longer, lower-frequency spiking.
These results demonstrate that phasic dopaminergic activity is sufficient to mediate mammalian

behavioral conditioning.

opaminergic (DA) neurons have been
D suggested to be involved in the cognitive
and hedonic underpinnings of motivated

behaviors (/—4). Changes in the firing pattern
of DA neurons between low-frequency tonic

activity and phasic bursts of action potentials
could encode reward prediction errors and in-
centive salience (5). Consistent with the reward
prediction-error hypothesis, DA neuron firing
activity is depressed by aversive stimuli (6).
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However, it remains unclear whether DA neu-
ron activation alone is sufficient to elicit reward-
related behaviors. Lesion, electrical stimulation,
and psychopharmacology studies have been im-
portant but have not allowed causal and tem-
porally precise control of DA neurons in freely
moving mammals; for example, electrical stim-
ulation inevitably activates multiple classes of
neurons within heterogeneous brain tissue, and
pharmacological stimulation does not allow de-
livery of defined patterns of DA neuron spikes
in vivo.

To control DA neurons selectively, we used
a Cre-inducible adeno-associated virus (AAV)
vector (7, 8) carrying the gene encoding the
light-activated cation channel channelrhodopsin-2
(ChR2) in-frame fused to enhanced yellow flu-
orescent protein (ChR2-EYFP) (9-11). To ensure
that there would be no substantial expression leak
in nontargeted cell types, we designed the Cre-
inducible AAV vector with a double-floxed in-
verted open reading frame (ORF), wherein the
ChR2-EYFP sequence is present in the anti-
sense orientation (Fig. 1A). Stereotactic delivery
of this vector into the VTA of tyrosine hydrox-
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Fig. 1. Specfic ChR2 A
expression in DA neu-
rons. (A) Schematic of

ylase (TH):: internal ribosomal entry site (IRES)—
Cre transgenic mice enables DA neuron-specific
expression of ChR2-EYFP. Upon transduction,
Cre-expressing TH cells invert the ChR2-EYFP
ORF in irreversible fashion and thereby activate
sustained ChR2-EYFP expression under the strong,
constitutively active elongation factor 1o (EF-1a)
promoter.

We validated the specificity and efficacy of
this targeting strategy in vivo. In coronal VTA
sections of transduced TH::IRES-Cre brains,
ChR2-EYFP specifically co-localized with en-
dogenous TH (Fig. 1B). Greater than 90% of
TH-immunopositive cells were positive for ChR2-
EYFP near virus injection sites, and more than
50% were positive overall, demonstrating highly
efficacious transduction of the TH cells. Of ChR2-
EYFP-expressing cells, 98.3 £ 0.5% were co-
labeled by TH staining (Fig. 1C), demonstrating
high specificity. Expression was stable and per-
sistent for at least 2 months, and ChR2-EYFP—
expressing neurons displayed robust projections;
EYFP-positive fibers richly innervated local neu-
rons in downstream nucleus accumbens (NAc)
(Fig. ID) (12).

To assess the potential for optogenetic control
of transduced cells, we used whole-cell patch
clamps to measure light-induced membrane cur-
rents in ChR2-expressing DA neurons (Fig. 2A).
ChR2-EYFP—expressing cells in the VTA dis-
played typical electrophysiological properties of
DA neurons with a mean resting membrane po-
tential of —56.0 £ 1.8 mV and a mean membrane
resistance of 372.3 + 19.3 megohm (7 = 10 cells),
consistent with previously reported values for VTA
DA neurons (/3) and indicating that expression of
ChR2 alone does not affect their basic physiology.
Under blue light (473 nm) illumination, all patched

lox2722 sites -,

the Cre-dependent AAV;

the gene of interest is

doubly flanked by two

sets of incompatible lox

sites. Upon delivery into

TH::IRES-Cre transgenics, B
ChR2-EYFP is inverted
to enable transcription
from the EF-10, promoter.
(B) Confocal images
showing cell-specific
ChR2-EYFP expression
(green) in TH neurons
(red). (C) Statistics of ex-
pression in TH neurons
(n = 491); error bars
represent SEM through-
out. (D) Labeled VTA
DA neurons project to
downstream brain re-
gions; confocal images
of ChR2-EYFP—positive
axons (green) innervat-
ing target neurons in NAc (NeuN, red).
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cells exhibited prominent inward photocurrents
(Fig. 2, B and C; n = 10 cells). Trains of light
flashes drove action potential firing in ChR2-EYFP
neurons; with use of low- and high-frequency light
trains, we evoked tonic and phasic DA neuron
firing, respectively (Fig. 2D). DA neurons typically
do not maintain high-frequency spiking (/4); 1- to
5-Hz light pulses drove long DA neuron spike
trains reliably, whereas bursting at 20 Hz or greater
for prolonged trains evoked action potentials in
<50% of light pulses (Fig. 2E and fig. S1; bursts
maintaining the >15-Hz spiking characteristic of
phasic firing could be elicited simply by using
higher-frequency light pulse trains). Optrode
recording confirmed that optical stimulation of
VTA DA neurons in vivo evoked broad spike
waveforms consistent with extracellular waveforms
for VTA DA neurons (6) (Fig. 2F and fig. S2).
We next tested the behavioral conditioning
effects of phasic DA neuron activity via the
conditioned place preference (CPP) paradigm
(Fig. 3A and fig. S3), with use of phasic opto-
genetic stimulation (/5) of DA neurons as our
conditioning stimuli (Fig. 3, B and C). As a
control, we paired the opposite chamber with
the same number of light pulses delivered instead
at 1 Hz. Mice were subjected to 2 days of
conditioning, and conditioned preference was
determined by comparing time spent in each
chamber of the apparatus. In the first round of
experiments, mice received phasic (50-Hz optical
stimulation) conditioning in one chamber on the
first day of conditioning (day 2), and 1-Hz optical
stimulation in the other chamber on the second
day of conditioning (day 3); two cohorts of mice
were used with the chamber-stimulation pairing
reversed to control for spontaneous preference
shifts (fig. S3). Mice developed a clear place

ChR2-EYFP >:{#u

® o
S o
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Fig. 2. Photoactivation of DA
neurons in intact tissue. (A) Record-
ing from transduced neurons in
acute VTA slices. Recorded neu-
rons are verified by intracellular
dye loading (ChR2-EYFP, green;
AlexaFluor 594, red). (B) Contin-
uous blue light (473 nm) evokes
inward photocurrents. (C) Sum-
mary of photocurrent properties
(n = 10). (D) Whole-cell record-
ing of DA neurons showing spon-
taneous activity and tonic and
phasic firing evoked by 1-Hz and
50-Hz light flash trains, respec-
tively (25 flashes, 15 ms per flash).
(E) Light-evoked spike trains are
reliable over a range of frequen-
cies; percentage of action poten-
tials evoked by 25 light flashes at
indicated frequencies (1 to 50 Hz)
is shown (n = 7). (F) In vivo op-
trode recording of VTA DA neu-
rons in a transduced TH::IRES-Cre
anesthetized mouse showing light-
evoked DA spikes; see fig. S2.
(Inset) Typical triphasic DA extra-
cellular spike.

Fig. 3. Photoactivation of DA
neurons induces place prefer-
ence. (A) CPP timeline (see also
fig. S3). (B) Light delivery param-
eters; 25 flashes at 1 or 50 Hz
were delivered with a periodicity
of 1 min. (C) Optical fiber is in-
serted through a cannula guide
implanted over the VTA to pho-
toactivate DA neurons. (D) Rep-
resentative density maps showing
conditioned preference; pseudo-
color represents duration at each
position. (E) Conditioning effect
of DA neuron modulation. (Left)
Comparison of time in each
chamber during pretest (white)
and posttest (gray). (Right) Com-
parison of preference scores for
experimental (Phasic Stim, n =
13) and control cohorts (No Stim
Control, n = 9; Littermate Con-
trol, n = 9). n.s. indicates not sig-
nificant, *P < 0.05, **P < 0.01,
and ***P < 0.001. (F) Difference
scores (calculated as the differ-
ence between time spent during
pre- and posttest in the speci-
fied chamber) for each chamber
shows a statistically significant
shiftin place preference. (G) Anal-
ysis of anxiety (fractional time in
center of a chamber; n = 13). (H)
Chamber entries, long-range lo-
comotion (different sequential
beam breaks), and short-range
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preference for the chamber associated with phasic
optical stimulation by several measures (Fig. 3, D
to F; P <0.001 by Student’s ¢ test; n = 13 mice),
and both cohorts of mice exhibited this condi-
tioned preference independent of chamber pairing
(fig. S5).

We performed two classes of control experi-
ments to validate the results. First, nontransgenic
littermates (n = 9) were injected with Cre-dependent
ChR2-EYFP AAV and subjected to the same
stimulation paradigm as the experimental ani-
mals. Separately, TH::IRES-Cre transgenic mice
(n=9) were injected with Cre-dependent ChR2-
EYFP AAV but received no optical stimulation
during conditioning to further control for spon-
taneous preference shifts. Neither control group
showed a significant CPP (Fig. 3E right, P > 0.5
by Student’s 7 test). Furthermore, we did not find
any significant changes in anxiety-related behav-
iors (Fig. 3G) or in locomotor activity (Fig. 3H)
during preference tests and in open field tests
(fig. S6).

Next, we tested whether the CPP effect
observed was due to an appetitive effect from
50-Hz stimulation or to an aversive effect from
1-Hz stimulation. We compared the effect of
each firing modality with no stimulation in two

independent cohorts. Consistent with the pre-
vious CPP experiments (Fig. 3, E and F), the
phasic cohort displayed significant place pref-
erence for the stimulation chamber after con-
ditioning (Fig. 4, A and C), from 251 + 28 s
during pretest to 522 + 63s during posttest (n =
7 mice; P < 0.05, Student’s ¢ test). However, the
1-Hz cohort (n = 6) showed no place aversion
for the 1-Hz stimulation chamber (showing a
trend toward place preference for 1 Hz instead;
Fig. 4, B and C). We hypothesized that the CPP
effect observed for the phasic cohort could be
due to larger transient DA release triggered by
the 50-Hz optical stimulation. We therefore used
in vivo fast-scan cyclic voltammetry (FSCV)
(16, 17) to detect DA transients. Maintaining the
optical fiber in the VTA, we implanted a carbon
fiber electrode for measuring DA signals in the
NAc, one of the major targets of VTA DA pro-
jections (Fig. 1D). Despite sharing the same total
illumination duration and number of light flashes
(25 15-ms light flashes at 1 Hz or 50 Hz), the
50-Hz light train elicited larger DA transients
(Fig. 4, D and E). Indeed, the mean peak DA
transient concentrations in the NAc were mea-
sured at 75.9 + 24.5 nM and 1.3 + 0.8 nM, respec-
tively, for the 50-Hz and 1-Hz stimuli (Fig. 4E);

REPORTS

the former is similar to the magnitude of natu-
ral reward-triggered dopamine transients (/6),
whereas DA accumulation during chronic 1-Hz
stimulation remained much lower (fig. S7; this
level of DA could still theoretically contribute to
behavioral changes).

Rodents learn to associate the effects of
stimuli with their environment and subsequently
display a conditioned place preference for that
environment (/8). Previous studies have demon-
strated the important role of DA in the pro-
cessing of salient signals (/9) and goal-directed
behaviors (20). However, it has been unclear
whether other circuits and neurotransmitter sys-
tems are required at the same time (2/) and
whether specific patterns of activity in distinct
neuron types are sufficient to effect place prefer-
ence. To enable direct testing of the role of pha-
sic DA neuron firing on behavioral conditioning,
we developed a versatile Cre-inducible gene
expression system to decouple the strength of
transgene expression from cell type—specific pro-
moters (which are often too weak to drive func-
tional expression of opsins). By using this system,
we selectively modulated DA neuron activity
with defined stimulation patterns in the CPP
paradigm and found that phasic stimulation suf-
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Fig. 4. Phasic DA neuron stimulation leads to transient DA release and
place preference. (A and B) Effect of phasic (50 Hz) (A) and tonic (1 Hz) (B)
stimulation on place preference. (Left) Time spent in each chamber during
preference test. (Right) Comparison of preference scores; for A, n = 7, and
for B, n = 6. *P < 0.05. (C) Relative effects of stimulation frequency
examined by using the difference scores for phasic, tonic, and nonassociative
control (same as No Stim in Fig. 3E) cohorts. (D) FSCV measurements of VTA
stimulation—triggered transient DA release in NAc in anesthetized TH::IRES-
Cre mice. (Top) Representative voltammetry traces during phasic (25 flashes
per 50 Hz) and tonic (16 flashes per 1 Hz) stimulation of VTA. (Insets)

Background-subtracted voltammogram taken from the peak of stimulation,
indicating that signal measured is DA on the basis of comparison to
voltammograms of DA obtained in vitro. (Bottom) All background-subtracted
voltammograms recorded over the 20-s interval. y axis is applied potential
(Eapps versus Ag/AgCL reference electrode); x axis is the time at which each
voltammogram was recorded. Current changes at the electrode are encoded
in color. DA can be seen during stimulation at the feature ~0.650 V
(oxidation peak encoded as green) and between ~—0.20 V and ~—0.25 V at
the end of the voltage scan. (E) Comparison of phasic and tonic light-evoked
DA transients (n = 3).
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ficed to establish place preference in the ab-
sence of other reward. These results establish a
causal role in behavioral conditioning for de-
fined spiking modes in a specific cell type; of
course, even a single cell type can release mul-
tiple neurotransmitters and neuromodulators (for
example, VTA DA neurons primarily release
DA but can also release other neurotransmitters
such as glutamate) and will exert effects through
multiple distinct downstream cell types. Indeed,
the optogenetic approach, integrated with electro-
physiological, behavioral, and electrochemical
readout methods, opens the door to exploring
the causal, temporally precise, and behaviorally
relevant interactions of DA neurons with other
neuromodulatory circuits (22-25), including
monoaminergic and opioid circuits important
in neuropsychiatric illnesses (26-28). In the pro-
cess of identifying candidate interacting neuro-
transmitter systems, downstream neural circuit
effectors (29), and subcellular biochemical
mechanisms on time scales appropriate to be-
havior and relevant circuit dynamics, it will be
important to continue to leverage the specific-
ity and temporal precision of optogenetic con-
trol (30).
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The Human K-Complex Represents
an Isolated Cortical Down-State

Sydney S. Cash,**t Eric Halgren,z* Nima Dehghani,2 Andrea O. Rossetti,” Thomas Thesen,
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The electroencephalogram (EEG) is a mainstay of clinical neurology and is tightly correlated
with brain function, but the specific currents generating human EEG elements remain poorly
specified because of a lack of microphysiological recordings. The largest event in healthy

human EEGs is the K-complex (KC), which occurs in slow-wave sleep. Here, we show that KCs are
generated in widespread cortical areas by outward dendritic currents in the middle and upper
cortical layers, accompanied by decreased broadband EEG power and decreased neuronal firing,
which demonstrate a steep decline in network activity. Thus, KCs are isolated “down-states,”

a fundamental cortico-thalamic processing mode already characterized in animals. This
correspondence is compatible with proposed contributions of the KC to sleep preservation and

memory consolidation.

Ithough the electroencephalogram (EEG)

is known to directly and instantaneously

reflect synaptic and active transmembrane
neuronal currents, the specific channels, synapses,
and circuits that generate particular EEG elements
in humans remain poorly specified. Much of the
EEG is composed of repeated wave forms with
characteristic morphologies, durations, amplitudes,
frequency content, evoking events, and back-
ground states (/). The largest of these EEG
“graphoelements” is the KC, characterized by a
short surface-positive transient followed by a

slower, larger surface-negative complex with
peaks at 350 and 550 ms, and then a final pos-
itivity peaking near 900 ms, followed sometimes
by 10- to 14-Hz “spindles” (2—4). KCs occur in
non-rapid-eye-movement (non-REM) sleep, es-
pecially stage 2. Deeper sleep (stages 3 to 4) is
characterized by slow waves, demonstrated in
extensive animal studies to consist of a “slow
oscillation” between periods of intense firing by
both excitatory and inhibitory cortical neurons
(termed “‘up-states”) and periods of neuronal
silence (“down-states”) (5—9). Using micro- and

macro-electrode arrays placed in patients under-
going evaluation for epilepsy (/0), we demonstrate
that the microphysiological characteristics of hu-
man KCs appear identical to those of down-states
recorded in the same patients.

Typical KCs were recorded in eight patients
(11). KCs were either spontaneous or evoked
by a weak auditory stimulus. Within a given pa-
tient, the basic KC wave forms were similar
regardless of whether they were recorded at the
scalp or intracranially (Fig. 1A). In all cases, the
wave form was dominated by a large deflection
occurring ~500 to 600 ms after the onset of a
stimulus, or after the onset of the initial deflection
for spontaneous KCs. Characteristic KC wave
forms were recorded by subdural electrodes placed
on all cortical lobes, demonstrating widespread
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